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Abstract

This paper presents an extended study of the 
previously proposed Predictive Error Compensa-
tion Neural Network (PECNET) model. Different 
frequencies are used as input, in addition with the 
use of the Butterworth filter and the model perfor-
mances are compared. The results show that the 
PECNET with frequency decomposition and But-
terworth filter applied to input data provides sig-
nificantly more accurate predictions for stock price 
prediction problem with respect to previous studies 
and conventional machine learning and time series 
prediction methods without changing any hyperpa-
rameter or the structure. In addition, the time and 
space complexity of the PECNET model is less 
than all other compared machine learning methods.

Key Words: predictive error compensated 
neural network, Butterworth filter, frequency de-
composition, wavelet transform, stock price fore-
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1.  Introduction

In the time of global financial changes, forecast-
ing financial time series data is a significant chal-
lenge that even trading robots can hardly predict. 
80% of the stock markets nowadays are controlled 
by machines, and according to Forbes (Kindig, 
2020), robots will replace 200,00 banking busi-
nesses in the next ten years. High-Frequency trad-
ing technologies are a type of algorithmic trading 
that uses machine learning algorithms to imple-
ment investment strategies in brief time intervals. 
Stock market prediction is essential when making 
the proper decision (Fama, 1993). However, evalu-
ating input data and their appropriate frequencies 
is critical regarding machine learning problems. 
For this purpose, more relevant frequencies have 
been determined that can be used to improve the 
forecasting performance without causing overfit-
ting problems or increasing the complexity of the 
proposed algorithm.  On the other hand, stock price 

data are disposed to frequent changes that cannot 
be derived from the historical trend. Changes are 
influenced by real-world factors, such as political, 
social, and environmental factors (Novak et al.,  
2016). In addition, the noise-to-signal ratio is very 
high in such conditions, and it is difficult to analyze 
and forecast future data. The use of econometric 
models is convenient for describing and evaluating 
the relationships between variables using statistical 
inference, with some limitations. These limitations 
can be seen in the inability to capture the nonlinear 
nature of stock prices. In addition, (Abu-Mostafa 
and Atiya, 1996) in their study assumed constant 
variance while the financial time series are boister-
ous and have time-varying volatility. 

Statistical methods such as Autoregressive 
Moving Average (ARMA), Autoregressive Inte-
grated Moving Average (ARIMA), and vector au-
toregression have generally achieved reasonable 
predictive results based on the results found in the 
literature (Box, 2013) and (Reddy, 2019). How-
ever, according to the statistical models, Artificial 
Neural Networks (ANNs) are one of the most accu-
rate prediction models (Khashei and Bijari, 2010). 
According to (Hornik et al., 1989),  ANNs with a 
given sufficient amount of data can approximate 
any finite and continuous function based on the uni-
versal approximation theorem. The first significant 
study of a neural network model to predict stock 
price returns were made by (White, 1988), where 
he introduced a prediction model based on IBM’s 
daily common stock and achieved promising re-
sults. Various hybrid systems using ANN have 
been proposed to increase prediction performance, 
the Hidden Markov Model (HMM), (Hassan et al., 
2007), exponential smoothing, and ARIMA (Wang 
et al., 2012), and ANN with exponentially general-
ized autoregressive conditional heteroscedasticity 
model (Hajizadeh et al., 2012). The two most pop-
ular deep-learning architectures for stock market 
forecasting in recent years are the Long Short-Term 
Memory (LSTM) model and the Gated Recurrent 
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Unit (GRU) model with its hybridization (Shahi et 
al., 2020). LSTM models are appropriately struc-
tured to learn temporal patterns and overperform 
the conventional recurrent neural networks (RNNs). 
LSTM and GRU deep-learning architectures are 
proposed and performances of these two models 
are compared for stock market predictions in (Shahi 
et al., 2020). In their study, they compared the per-
formance of the LSTM and GRU models under the 
same conditions. Also, they showed that the pre-
dicting model could be significantly improved by 
including contextual information such as financial 
news sentiments and stock market features. Bao 
et al. (Bao et al., 2017) used the LSTM for stock 
price forecasting using different types of sequential 
data. Using the sentiment features, Li et al. (Li et 
al., 2017) have shown that LSTMs surpass bench-
mark models of SVM and improve the accuracy 
of next-day opening price predictions. In predic-
tion models, the problem of overfitting and getting 
stuck in local optima are additional issues that must 
be considered. The problem is due to the limited 
amount of data and appropriate model configura-
tion. The financial time series data yearly obtain ap-
proximately 252 data points. However, this is insuf-
ficient for the Deep Neural Networks (DNN) mod-
els compared to the number of model parameters 
(Goodfellow et al., 2016). Sufficient data is needed 
as the number of model parameters increases as 
the number of features used is enlarged. Although 
NN models achieve better generalization, they are 
prone to overfitting due to their high capacity. Reg-
ularization techniques can prevent overfitting, but 
they cannot improve generalization performance. 
Hence, data augmentation is a method used in order 
to avoid overfitting while improving generaliza-
tion accuracy. However, regarding financial time 
series, the data augmentation distorts the original 
data. Consequently, in recent times, signal process-
ing techniques have recently been used to transform 
data into a format that reveals certain characteris-
tics. The results showed that the extracted features 
could achieve more accurate predictions than the 
data without feature extraction. In this study, the 
proposed studies in (Ustundag and Kulaglic, 2020), 
(Kulaglic and Ustundag, 2021), and (Kulaglic and 
Ustundag, November 2021) are extended by using 
different frequencies as input to the Predictive Error 
Compensation Neural Network (PECNET) model. 

In addition, the use of the Butterworth filter on the 
input data is tested, and the model performances 
are compared. The rest of this chapter is organized 
as follows. Section 2 describes the differences be-
tween the proposed model. The Butterworth filter 
is a signal processing technique with a frequency 
response as flat as mathematically possible in the 
bandwidth. Experimental results with discussion 
are given in section 3. Conclusions and proposed 
remarks on future work are given in section 4.

2.  Predictive Error Compensated Neural 
Network Model with Butterworth Filter

The Predictive Error Compensating Neural 
Network (PECNET) model presented in this sec-
tion is an extension of the previously proposed 
model. The model utilized in this study also con-
sists of four separately trained neural networks, as 
demonstrated in Figure 1. 

The main discrepancy is manifested in the first 
network, wherein place of the average filtering 
that was previously applied, the Butterworth filter 
(BF) is used. Butterworth filters have the sharp-
est roll-off possible without inducing a peak in 
the Bode plot, and because of that, they are called 
maximally flat filters (Ellis, 2012). The general 
formula for BF depends on the order of the applied 
filter. For continuous-time Butterworth filters, the 
poles associated with the squares of the frequency 
response magnitude are equally distributed in the 
angle on the circle in the s-plane, concentric with 
the origin and radius equal to the cut-off frequen-
cy. The poles that characterize the system function 
are readily obtained when the cutoff frequency 
and filter order are specified. Once the poles are 
specified, getting the differential equation charac-
terizes the filter is straightforward. The response 
of the Butterworth filter is given in Equation (1):

	 | B(j∙ɷ)|2 = 1/(1+( j∙ɷ/ j∙ɷc)
2).................. (1)

Where the constant is the 68 400 sample fre-
quency (one day is 68 400 seconds). It is easy to 
show that the first   derivative of B(j∙ɷ)2 at ɷ is 
equal to zero (ɷ =0). For this reason, Butterworth’s 
response is maximally flat at ɷ =0.

Later, the current input of each parameter is shift-
ed to the previous values using the unit time delay 
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operator z-1 as in previous studies. The error pat-
tern obtained in the main network is applied as the 
output of the second network, where the difference 
between the primary data and the BF filtered data 
is used as input. Additional and separately trained 
NN with error data patterns of previously trained 
network have been used. The final neural network 
merges the outputs of the neural networks in a cas-
caded part. The average subtraction normalization 
used as a normalization technique due to the prob-
lems in traditional normalization approaches has 
been proposed and discussed in (Kulaglic and Us-
tundag, 2021). Normalization of the average sub-
traction allows us to build a normalization method 
representing differed volatilities and preserving the 
original time series properties inside the input se-
quence. The normalized time series data are prepro-
cessed by discrete wavelet transform (DWT), where 
the obtained coefficients are used as input to the 
NNs. The decomposed signal y[n] consists of high- 
and low-frequency components, as shown in Equa-
tion (2). The input signal is presented with x[n]. The 
low- and high-pass filters are represented by h[n] 
and g[n], respectively. The Haar wavelet filters have 
been used as they significantly reduce distortion 
rate during signal decomposition and reconstruc-

tion, and also considerably reducing processing and 
computational time (Ustundag and Kulaglic, 2020).

	 y[n] = yhigh[n-1] + ylow [n-1]................... (2)

The low-pass outputs recursively pass through 
an identical group of filter banks in order to use 
different resolutions in each phase. The filtering 
process is mathematically expressed using Equa-
tions (3) and (4). Equations (3) and (4) provide an 
approximation and detailed signal, respectively.

	 yhigh[n-1] = Σ g[k].x[2n-k].................... (3)

	 ylow [n-1] = Σ h[k].x[2n-k].................... (4)

The neural network configuration consists of in-
put, hidden, and output layers for predicting n-step-
ahead time series data. Employed networks have the 
same network configurations. Regarding different 
formulas found in the literature (Goodfellow, 2016), 
(Moshiri and Cameron, 2000) and (Patterson, 1996), 
the number of neurons in the hidden layers are se-
lected using (Patterson, 1996). The activation func-
tion used for these networks is Rectified Linear Unit 
(ReLU). In comparison with sigmoid and hyperbolic 
tangent activation functions, the linear activation 

Figure 1  The predictive error compensated neural network model with Butterworth filtering
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function ReLU notably improves the achievement 
of feed-forward networks (Goodfellow, 2016). The 
learning rate and momentum of the Stochastic Gra-
dient Descent (SGD) optimization algorithm are 
0.05 and 0.75, respectively. In addition to the effect 
of different filtering methods, the impact of frequen-
cy decomposition on the presented model has been 
investigated. In this regard, high, medium, and low 
frequencies have been applied to the financial data 
and ways to improve model performance without 
compromising model accuracy or causing overfit-
ting have been explored. In order to obtain the spatial 
resolution, we also included the additional param-
eters to see the performance of the proposed model. 
An additional network with supplementary data is 
added to the proposed model. In order not to increase 
complexity or cause the overfitting rate by applying 
the supplementary data to the same NN, we added 
new parameters into the additional network.

3.  Model evaluation

The experimental setup uses the stock price data 
obtained from the Istanbul Stock exchange, Borsa 
Istanbul. For this purpose, data from the banking 
sector and the stock exchange index are used, Is 
Bank, Garanti Bank, AK Bank, and BIST30 (in-
dex of 30 companies). Data were collected using 
web services Investing (investing.com) for daily 
closing prices and Matriks (Information Distri-
bution services Matrix) for hourly data. The ex-
perimental results are measured with the root-
mean-square error (RMSE) and root-mean-square 
percentage error (RMSPE) (Equations (5) and 
(6)). Mathematical formulations are given below, 
where Pi is accurate, and Oi is estimated values in 
time i. The number of data samples is given by n.

	 RMSE = √[ Σ(Pi – Oi)2 / n ].................. (5)

	 RMSPE=100/n *Σ|(Pi-Oi)/Pi................. (6)

The RMSPE (Table 1) and RMSE (Table 2) er-
rors for disseminated frequencies are presented. 
First, the results for the average filtering used in 
the primary network are shown. Secondly, the 
results of the improvements done by applying 
different frequencies to the PECNET model are 
presented. The frequency decomposition is done 
using weekly, daily, and hourly data. 

Table 1. The RMSPE (%) average filtering results 
for PECNET. 

Table 2.  The RMSE (TL) average filtering results 
for PECNET. 

The results are presented in Table 3, (RMSPE) 
and in Table 4 (RMSE). The improvements in fore-
casting performances can be seen by increasing the 
frequencies in the proposed model comparing the 
results where only weekly and daily data are used.  
Table 3.  The RMSPE results for increasing frequ-
ency applied to the PECNET. 

Table 4.  The RMSE results for increasing frequ-
ency applied to the PECNET.  

If the frequencies are reduced, and the amount of 
information and data used increases, the model per-
formances are significantly reduced (Tables 5 and 6).
Table 5.  The RMSPE results for decreasing frequ-
ency applied to the PECNET.

Improvements in performance results are also 
noticed when the Butterworth filter is applied. 
First, the appropriate frequencies were selected. 
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The sampling frequency, since daily data are used 
was 1/days (in seconds). One day has 86 400 sec-
onds, so the sampling frequency is 1/86 400. The 
cut-off frequency 1/n∙ days(in seconds) where n is 
selected as 4. The lowest error is obtained when 
the ninth order of the BF filter is applied. 
Table 6.  The RMSE results for decreasing frequ-
ency applied to the PECNET.

Table 7.  The RMSPE results for when the 
Butterworth filter is applied to the input signal.

Table 8.  The RMSE results for when the 
Butterworth filter is applied to the input signal.

The results indicated that applying BF filter to 
the input data set can further improve the model 
performances (Table 7 and Table 8).
Table 9.  The correlation between Far-eastern 
stock indices to the BIST30 index.

Last but not least, the spatial dimension is in-
cluded in the proposed model. The spatial dimen-
sion is obtained using the different indices from 
stock exchanges that close before the stock market 
in Turkey. For this purpose, a parameter that con-
tains information from Far Eastern stock market 
indices has been constructed. This idea is based on 
the correlation between Far East market indices and 
the Istanbul stock market index (BIST30). Only a 
few Far Eastern indices are used at this stage, such 
as the Nikkei index (N225), the Tokyo Stock Ex-
change index, Hang Seng Index (HSI), the stock 

market index in Hong Kong, and the Australian Se-
curities Exchange index (AXS), and its correlation 
with the BIST30 index is given in Table 9. The new 
parameter is constructed from the average normal-
ized values of Far Eastern indices. The construct-
ed parameter is used as an input to the proposed 
model. Performance improvement is noticed by ap-
plying new parameters (Table 10 and Table 11) and 
together with BF filtering (Table 12 and Table 13).
Table 10.  The RMSPE results when the Far-ea-
stern index is used.

Table 11.  The RMSE results when the Far-eastern 
index is used.

Table 12.  The RMSPE results when the Far-ea-
stern index is used with the Butterworth filter.

Table 13.  The RMSE results when the Far-eastern 
index is used with the Butterworth filter.

4.  Conclusion

This work introduces an improved PECNET 
machine learning algorithm that yields reliable and 
improved prediction performance for the closing 
stock price prediction model. The model has been 
enhanced by including the Butterworth filter in the 
proposed model. In addition, the spatial dimension 
has been included in the proposed model by con-
structing additional parameters. The constructed 
parameter contains the average normalized values 
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of selected Far Eastern indices. Performance im-
provement of the proposed PECNET model is no-
ticed by applying different filtering methods as well 
as including the additional parameters to the model.
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